Three Techniques in Digital Communications

1.
Introduction

There are two main technologies for communication in electronics, the first of these is analogue based technology, a process of taking an audio or video signal and translating into electronic pulses making up a continuous waveform. This technology has been around for decades and is relatively inexpensive and not very complex, however this form of technology has limitations on the size of how much data that can be carried along a given channel or the physical capacity of the storage medium it may use to store information. The newer technology of digital signalling uses digital symbols to represent the data that is to be communicated at a generally a lower power. A digital system can take an audio or video continuous waveform and sample at intervals to produce a sequence of values. The simplest form of signalling is that of baseband using binary a combination of 1’s at a positive voltage and 0’s with no digital symbol (zero volts) to represent data. Furthermore it has the advantage of signals that are less likely to be degraded by interference and noise with greater capacity for allowing increases the amount of data to be sent in comparison to analogue transmissions. The other advantage of digital transmission is that data can be sent digitally from one computer directly to another, which are digital systems themselves. 
In communicating over short distances a baseband signal can be used to transmit data, this is where the spectra extends down to frequency of zero. This changes however in the transmission across longer distances such as via satellite, radio or telephones channels where interference and errors may be perceived as a increasing potential problem. The way in which digital signals should be processed and transmitted over these specific communication links raises key issues on the most effective form in which this data could be sent. Firstly there should be enough amplification of signal power to be sufficient to have a signal to noise ratio in order for a signal to arrive at its given destination. The digital signal may require processing into different digital signals that helps limit the occurrence of noise and distortion in the transmitted signal, it may also need timing information included on how to reprocess the signal at the receiver. Furthermore using digital signalling it is also possible to detect errors at the receiver or repeaters, corrections can then be made through sending a signal to repeat the data segment or alternatively the receiver can make the corrections. In reality there are several ways in which this can be approached with most systems are designed around a specific need, for example in the use on a particular transmission medium. Three different techniques for processing information for transmission and communication are used widely and they are as followed:

Digital signalling and digital modulation is concerned with taking a digital sequence and modulating it into a sinusoidal pulse, this so the pulse spectrum of a signal can be transmitted within a bandpass of frequencies. The second technique is line coding a method of transmitting data from binary digits into a bandpass pattern, it also has timing information through the impulses of the bit sequence, and error detection techniques are also carried out through checking the base line wonder. The final technique of spread spectrum is a means of transmission in which the data of interest occupies a bandwidth in excess of the minimum bandwidth necessary to send the data. This form of communication masks the data within a variety of predetermined frequencies combined with a code at the senders side and removed at the receiver without which the signal is received as static. 

2.
Digital Signalling and Digital Modulation

The process of altering a baseband digital signal into a bandpass sinusoidal signal is known as modulation, with the reverse known as demodulation. The basis of the modulation process is the combination of oscillators with certain characteristics of phase, amplitude and frequency multiplied with the carrier of data that is for transmission down the channel.

There are various ways in which the digital sequence of data can be modulated into different digital symbols before transmission using the various properties of sinusoidal pulses. In amplitude shift keying (ASK) the digital symbols are represented by sinusoidal pulses of altering amplitudes. In a variance of the ASK code, a binary sequence called on-off keying (OOK) could be used where one of the digital signals has an absence of a symbol. 
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Figure 2.1. ASK waveform
In the case of frequency shift keying (FSK) sinusoidal pulses are used which have a varying in the frequency between symbols, the advantage of such system is on its simplicity, it also requires only a non-linear transmitter and receiver. Further to this FSK is tolerant to the Doppler shift and oscillator drift in the transmitter or channel, as the receiver does not require absolute frequency accuracy. The generation of FSK can essentially be done in two ways, either switching between frequencies that is phase discontinuous. Secondly by supplying the data signal to a voltage controlled oscillator (VCO) that is known as a phase continuous. 
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Figure 2.2. FSK waveform
FSK has also been adapted for many specific systems such as minimum shift keying (MSK), very minimum shift keying (VMSK), Gaussian shift keying (GSK). 

In the last main type of phase shift keying (PSK) it is the phase that is shifted in order to get the symbols required for the transmission. PSK has the advantage of achieving a higher bit/ symbol rate compared to FSK.
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Figure 2.3. PSK waveform
The spectra characteristics of a given sinusoidal pulse combined with a rectangular pulse can be calculated using the Fourier Transform or alternatively through the convolution in the time domain, is the equivalent to the multiplication in the frequency domain that allows the quantifying of a set of time for various frequencies, furthermore this process can be reversed or synthesized.

p(t) = g(t)v(t) 




Equation 2.1
P(f) = G(f)*V(f) 



Equation 2.2
G(f)*V(f) = _G(z)V(f-z)dz 


Equation 2.3
(z represents shift in time)
The typical spectrum found across a rectangular pulse is represented by sin(x)/x, where as a sinusoidal pulse consists of line with height V/2 and apart on the x axis by the frequency. On inspection the spectra characteristics shows the sinusoidal and the rectangle pulse both have a theoretical bandwidth of infinity, so to insure that the bandwidth is concentrated into a specific bandpass. 

To calculate the spectrum of the ASK system you require the baseband symbol stream, the modulated spectrum of ASK will have two identical components spaced symmetrically either side of the carrier frequency. The spectral occupancy of ASK is the positive reversed image of a baseband sin (x)/x and is often referred to as a double sided spectrum with upper and lower side bands. The bandwidth that ASK occupies after modulation is twice that compared the source.
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Figure 2.4. Spectrum of ASK

The spectrum of binary FSK is a much more difficult to derive, this is because the signals are linear, however an approximation can be produced by overlaying the spectra of two ASK spectra. FSK has a constant envelope modulation with different frequencies using the same amplitude. When the method of generating FSK is continuous then the resulting side lobes with less energy then where FSK is discontinuous. 
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Figure 2.5. Spectrum of FSK
The spectrum of a PSK system is defined as having two ASK on either side of the carrier separated apart, this is almost the same as OOK however this differs by having a spike on the top of the peaks.
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Figure 2.6. Spectrum of PSK
To detect the presence of noise and interference in a system can be achieved by plotting the sinusoidal pulses with their relative positions in the signal space, the distance from the origin is the root of its energy of the pulse. A one dimensional signal space is only required for OOK and ASK. If PSK has phases other then 0 and 180 degrees then it will be necessary to expand the signal space too two dimensions. It is also possible to have sinusoidal pulses that use a combination of various amplitudes and phases these are called quadrature amplitude modulation (QAM). When displaying signal space in two-dimensional space the orthogonal axis is represented with widowed sin wt and cos wt pulses. In order to represent the FSK at different frequencies the signal space can only be modelled up to frequency total as less then three, as each different frequency is plotted on a new set of orthogonal axis. 
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Figure 2.7. Noise in signal space

The signal space can also be used to model the effects of noise on a system, this is where the noise is viewed is displaced from the ideal signal position. If the displacement, lies to close to another point it may be mistakenly be stated as the closer point. The possibility of displacement error can be calculated (equation 2.4) by using √E1 (separation in signal space) and η (powers spectral density).

Pe = Q√ [E1/(2 η)] 



Equation 2.4
Alternatively to compare the different schemes, the power applied could be the same to find which one has best achievable error rate. In terms of Es this gives the OOK system a peak power of E1B, in FSK it gives E1B/4 and in PSK a power of E1B/2.

3.
Line Coding

Line coding is regarded as very closely connected to pulse generation of sinusoidal, most line codes can be defined by three functions. The first is that they allow baseband signalling with d.c. blocking (The overall average signal level should be 0). Therefore the baseband signal has properties that restrict the build up of offsets known as baseline wandering thus leading to a higher decoding error probability. The second is that the information carried by the waveform includes synchronizing information. This will then allow the receiver to synchronize itself to the correct phase. The final function provides error detection on the code, once an error has occurred will turn a forbidden sequence hence informing the system of the occurrence of an error.

Line code can be defined as outputting in two main ways, in bipolar or unipolar. In a bipolar output has a pulse generation of positive and negative pulses, whereas the unipolar has a pulse for binary one and binary 0 with no pulse, if no further line coding is applied to a system using bipolar and unipolar signalling with no line coding present it is regarded as uncoded data.

The alternate mark inversion (AMI) is a bipolar simple line code, the binary 1 alternates from a set positive voltage to an negative voltage with a return to zero (RZ) at the half width of a pulse. This provides a better timing response, as limited transitional phase is required between each pulse. The zero volts represent the binary value of 0, but this can cause a problem where long strings of binary 0’s are to be transmitted that could cause timing errors at the receiver.
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Figure 3.1. AMI waveform  

The HDB3 and coded mark inversion (CMI) are modifications of the AMI code. They are both bipolar line codes that handle with the possible timing issue that could arise with large strings of 0’s. The HDB3 system is the same as the AMI except when more then three consecutive 0’s have been received a violation pulse is sent instead of normal AMI rules is released of the same polarity as the previous pulse. This cause a problem with the accumulation of positive or negative pulse which will effect the baseline wander, to solve this a balancing pulse is used that obeys the AMI rules and ensures that successive violation pulses have the opposite polarity. This though means that the previous three pulses passing through the circuit need to be stored and compared to reveal a large string of 0’s is present from which a violation pulse will need to be generated. 
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Figure 3.2. HDB3 waveform
CMI is cable of block alignment and is used when a higher signalling rate is required, the other advantage is the reduced amount of circuitry that is necessary for it’s operation. The CMI line code uses a binary 1 that alternates between positive and negative voltages like in AMI, with the exception that it does not return to zero at the half width. The binary 0’s are represented by half a period of the voltage of a negative pulse and then is followed through the remainder of the pulse at the positive polarity.
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Figure 3.3. CMI waveform
Block codes are a type of coding that takes in several bits in parallel and processes them all in one go, rather then serially as in the previously discussed line codes. This produces codes that provide a higher rate of efficiency. The output of the block coding is the matching up of the input bits to a selection of code symbols or code words this is then outputted serial out from the encoder down the channel.

A binary block code is described as having n bits coming and m bits outputted hence it is described as nBmB code. When the code used has a ternary output it is described as nBmT. In code that requires higher efficiency rates then timing content a non-redundant quaternary, this is presented as nBmQ. The final higher efficiency code is one that has a parity bit sent after a certain number of input bits and provides error detection in the code sent. The most efficient way to interpret block codes is in a block table.

	Input
	Negative
	0
	Positive
	Disparity

	000
	
	--++
	
	0

	001
	
	-+-+
	
	0

	010
	
	+--+
	
	0

	011
	
	-++-
	
	0

	100
	
	+-+-
	
	0

	101
	
	++--
	
	0

	110
	--+-
	
	++-+
	+/- 2

	111
	-+--
	
	+-++
	+/- 2


Table 3.1. 3B4B encoding of data
The Manchester code is defined with a transition from each state, this means that is able to self-clock, this gives the system exact synchronisation as all change of bits is at a set period of time. 

	Input
	Code Word
	Disparity

	1
	-+
	0

	0
	+-
	0


Table 3.2. Manchester Code encoding of data
Manchester binary phase shift keying MBPSK is an adapted version of the Manchester code, data is used to control the phase of a square wave carrier which is the data rate in frequency. There are also many other types of line codes that are in use all with their own specific criteria TC-PAM, RZ, Trellis Code, B8ZS

	Input
	Positive Disparity
	Disparity

	1
	++
	--

	0
	+-
	-+


Table 3.2. MBPSK encoding of data

When selecting a code to use in a system it is important to know how the efficiency level. The benefit of a higher efficiency combined a reduced signal rate results in the ability to get greater lengths of cable between repeaters. It is also important to know the technical requirements of the transmission medium that is to be, used, such as optical cable or coaxial cable. This is due to the different characteristics that define that particular transmission medium. This efficiency of a line code can be calculated by using the information per symbol available (IPSA)  (see equation 3.1) and dividing it by Information per symbol used (IPSU)  (equation 3.2). 

IPSA = log2 M (M-ary level of Code)

Equation 3.1

Efficiency = 
IPSU
IPSA

Equation 3.2

The redundancy of a system is the code words not utilized by the system (see equation 3.3)

Redundancy  = IPSA – IPSU

IPSA

Equation 3.3

The previous equations shows a relationship between the efficiency code and the redundancy which an be expressed as:

Efficiency = Redundancy – 1

Equation 3.4

	Code
	Efficiency (%)

	Uncoded Binary
	100

	24BP1
	96

	3B4B
	75

	CMI
	50

	Manchester Code 
	50

	AMI
	63

	HDB3
	63

	4B3T
	86

	2B1Q
	100


Table 3.1. Efficiency rates of codes
When an error has been detected by the decoder it is important that the effect of the error is minimized, through correction or in stopping them having an knock effect on following signals. The redundancy of a code can be used for such a purpose for when a forbidden word appears at the receiver, it will no an error has occurred. At a repeater a running total of the polarity can be kept with the first a word followed by a balancing pulse In a 3B4B system the total polarity should remain within 2 and –2. If an error occurs the forbidden sequence will force the polarity to eventually outside of the polarity boundaries. 
4.
Spread Spectrum Techniques

The spread spectrum technique uses a much wider bandwidth then the information that is being carried within it. The signal is split into smaller sections that is sent at different bandwidths, therefore to anyone listening into the resulting signal generated is perceived as noise without the appropriate decoder. The other feature that defines spread spectrum techniques is the inclusion of a code, other then the data that is being transmitted, to determine the transmitting bandwidth.

Spread spectrum is highly useful way of transmitting data because a signal can be spread over a large range of frequencies with low power requirements.  The signal does not interfere with other signals on the same frequency. This means it has the advantage of allowing many users to use it at the same time. Spread spectrum is almost impossible to detect by uninvited listeners, without the correct demodulation the user would only receive static. Spread spectrum is also not affected by interference, by unintentional or by user jamming. Furthermore it is not affected by spoofing the where malicious misinformation is sent across the network by an outside source. Another advantage is that it can be transmitted while on the move therefore it can be used within a mobile vehicle. This feature makes it a popular choice with the military and is becoming more commercially used as well but is a rather complex system to implement. 
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Figure 4.1. Block diagram of a spread spectrum system
The spread spectrum system comprises of an encoder, decoder, modulator and demodulator as the main basic elements of the system. There is also critically a pseudo random or pseudo noise (PN) binary value sequence generator that produces a chip code that is combined at the modulator and then removed at the demodulator. This protects the signal by spreading the signal over the spectrum and appears to be random but is deterministic in nature and is independent of the data sequence. In order demodulate the code the output of the pattern generator it is using must be the same and synchronized. To achieve this at the start of the commencing of communication the first pseudo random generator serves a sample to inform the other generator and how to communicate. The same code is used in the recover operating in synchronizing with the transmitter to dispread the received signal, so that the original signal maybe received. This in long periods can be defined by simple instructions generated with a liner shift register. This results in the maximum length sequence of a cycle code represented commonly by using PN, as N = 2N -1, if this value is less then this it is known as a non maximum length code. 
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Figure 4.2. Linear shift register
The auto correlation function compares the similarity of one sequence with time-displaced versions of the same frequency. This is then repeated for all possible time offsets until the sequence repeats. A maximum output is achieved only when two sequences are aligned, the auto-correlation function has a maximum value of one repeating it self every chip period, and a constant value of -(1/N). In between peaks the automatic correlation function will be very small in the regions in between the peaks if N is very large. In practice the receiver will move the locally generated PN sequence until it finds a match,, at this point it will lock in and extract the modulation. When the PN sequence is large, the convolution peak will need to be larger, which is better for when larger amounts of people use the system, but will take longer amounts of time to discover the peak. In order for no cross correlation to occur all users should have there own unique code.
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Figure 4.1. The auto correlation function 

There are many types of spread spectrum signals that are in use, the easiest way to characterise these is by their spectra characteristics. There are two very common spread spectrum systems of frequency hopping and direct sequence, they’re also others types in use include time hopping and chirp systems.  

Frequency hopping is the least complex of the spread spectrum techniques. In essence the frequency ‘hops’ from one frequency to another within a wide band. The choices on which frequencies are being transmitted are the selection of a code sequence, and the rate of hopping between frequencies is defined by the information rate. The transmitted spectrum of frequency hopping is quite different from that of a direct sequence system. Instead of getting [sin x/x]2 envelopes the frequencies occur envelopes remains flat over the frequencies in the bandwidths used. The bandwidth can be calculated through taking the bandwidth of the hop channel and multiplying it with the number of frequency slot available.
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Figure 4.2. The envelope of a frequency hop system

In time hopping the bandwidth is partitioned into smaller bandwidths and a total transmission is segregated and sent, transmitted in short bursts of pseudo randomly defined slots, this is then collected by the receiver that has been informed before on when to expect the burst of data.

Direct sequence systems employ high speed code along with the basic information sent to modulate there RF carrier, thereby setting their transmitted RF bandwidth binary code sequences that go from 11 to 2^(89)-1 at several megabits per second. The most common modulation is binary phase shift key (BPSK).
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Figure 4.3. The envelope of direct sequence.
The code division multiple access (CDMA) standard system works at rate of 64 Kbits/sec, and is usually the preferred choice for broadcasting in satellites. CDMA can be identified by the signal occupies larger then necessary bandwidth, the bandwidth spread is by code independent of the data. Finally the receiver synchronizes and phase locks with the code, allows multiple users to use the same channel, with each user assigned their own access codes.

The formats of frequency division multiple access (FDMA) and time division multiple access (TDMA) are alternative formats to the CDMA system. The TDMA differs from CDMA by having external inference rejection through phase lock, offers gradual degradation of performance with increase in number of users. Therefore the system does not need external synchronization. FDMA however does not require specific bandwidth with which to operate.

The chirp system is a pulsed FM spread spectrum system where an RF carrier is modulated within a specific period and fixed duty cycle sequence. The carrier frequency is modulated further causing further spreading of the carrier. The pattern of frequency modulation will depend on the spreading function chosen. 

5.
Conclusion

Discussion has been made on the three main techniques of digital signalling, these techniques provide a large selection of different transmission choices for the user with varying levels of encryption, error rates and complexity. This provides a large range of choice for the consumer market place, but as the number of users increase on these systems research will have to be continued in areas such as spread spectrum techniques, in order to keep up with the demand.
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